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ABSTRACT 

In this p~pcr a method to deal with the in~erence pl'o~em b p~esen~L 
The database is rep~,~n~ed with a directed bipartite graph. At each cie~-~nce 
level, different portions of the graph are ~ccess~bl¢. Then, ~ e ~ n c e  
defined as the existence of a 'virtual' cycle cf i n f o n n ~ u  flow, at any 
classification level. The method we prese~ consis~ of detect 
and eliminate the,~ cycles. F inny  an ~or~hm that ~ s  wi~ compound 
queries is pre~n~l.  

1. INTRODUCTION 

The term ~ in lnfcnn~on theory, rc~cn 
to the process c~ proving or ~riving conchnio~ 

on son~ given facts m~d rules of dedv~c~ 
In the context of computer secu~y, the ~ f e ~ ¢ ~  
i~cm usury ~-~er~ to e~ 
information he b not au~odze, d to ~ ~ l y .  
Tl~ is accamplk~ wl~h the c ¢ ~ i n ~ l ~  of 
one's extexn~g kno~d~e  with l u ~  legally 
reve~cd by the system. This pmbIem h ' e q ~ l y  
m'kes in d ~ a s e  ~ with mul~cvel 
c l ~ c a ~ l o ~ .  In ~ systems, u ~ n  gain access 
to lnfonn~on with higher d w ~ l o n  by p c ~ g  
hewn y de.~ned q ~ t ~ .  The inference prob/~n 

yet been so~ved effectively. ~ is due to 
the in . l i l ly  of controlling the human factor that 
is involved when ~ n c e  b caused. That is, 
canno~ be sure of the e.~end of the uses  
external knowledge, and therefore, inference 
controls tend to be overprotective. On the o~her 
hand, any me~'ure ~ain~ ln~erence that does not 
opex~ on the wor~ case p r i n c ~  is cc~in  to 
leak infommfion to any expert u ~ ' s  querY. 
In this paper we do not claim solution to 
~crcnce prob/cm as a whole. We o~y ~ t  
some ~lgodtim~ that can be used J~ ~ to 

wi~ simple end not so simile c~ses of 
~ e n c e .  ~ch as coml~m~d queries. We ~lol~ed 
the r~pre,~nt~tion of a directed bi~zmite graph 
mo~'tly to show that the concept that u n ~  

~nferal~ b the c ~ m ~ ' y  ~ ~ a u n ~ l o u  
~twcen ~ t i ~  and re , ices .  This concept 

show up when we move down ~ 
level. We ~ that to stop ~ere~ce ~ 
break ~ cycles, th~ bre~d~ the ~ ¢ s  
flow of ~ ~  Then, the ~ is 
p~i~ioned into ~ that can be ~cessed 

mn~ver a query ~ d y .  

a ~ ~it (tI~ ~ n~ ~ ~crence) win be 
~ered. To I~v~t the combined we of 
quer~ to exu~z c~,~tficd ~ f ~ .  ~ 
p n ~ n t  on ~gmfl~n that uses the n c ~ n  of 
~ o ~ y '  ~t ~ d the ~ y  
queries he,me em~vcdng the ~ one). 

2. RPJLATP.D WORK 

Much work has ~ been done on the 8ub]~, 
be~nn~g with ~ and M ~  [I], 

~ ~ any ~ lev~ d e~a:ts ~ 

Jnv~e.Su end Ozsoyollou [2] pe~mcd two 
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756 A. Kameas et al. 

to the H~s end MVDs that hold bexween 
at~ba~e~. ~e~"  w o ~  apples to the leve~ of 
~ y  el~ssffy]~ a d ~ b ~ ,  while the work 
of H i ~ e  [3] ~ d  Morgen~em [4] ~ f e ~  to the 
level of r e e l ~ y ~ g  a ~ , s b ~ e .  Morgens~em 
~u 'o~¢¢~ ~ n'O'Eg fonc~on to quen~gy the 
inference c,~g~d by a set of attributes at a ~ r t ~ n  
e l ~ c ~ c ~  level Egnke's work is ~ore  general 
~ ~ e s  ~fcrence ~ the eedsten~¢ of m~re 
~mn one pa t~  ~ different aggregate 
des s~c~ons  between two ~r~bu~,s. These two 
~m~ers ~ be ~cussed in more detail later. 

2.1. ~¢x~v ~ w ~  ~ e ~  

As men~one~ in [$], an E-R diagram can be 
~r~nsfor~e~ into a graph. Let D be the set of 
~r~bntes, let S be the set of entries end let R be 

set of rel~ons.  The ~ m s e  ~ of an 
E-R scheme is a graph <V, E> where 

V = D v  S u R ,  W = S o ~  ¢n~ E ~ W × V  
If w belongs to W ~ d  d is an ~ '~bute of w, 
~ n  e~ge (w,d) belongs to E. If entry $ 
p ~ c ~ e s  in relationship v, then edge (s, v) 
belong~ to E. No other eaig¢~ belong to E. The 
~ s e  graph of an ~--R scheme ~fe rs  [rom an 
D R  ~ in that the m~ihutes me ex~Heltly 
represeate~ by a n ~  in the graph_ ~ addition, in 
a databe~ graph one may u s e a  ~ireated cost 
f u n c ~  to repr~ent the cardin~1ty of the 
~ .  
~mhermore, a way to repre~nt queries with 
query ~ h ~ ,  in the re l~onal  model, is presented. 
In t2~ paper, a query graph is a connected 
~ t ~ h  of the database graph. 
A q ~ , y  ~ cannot red, f e i n t  rel~on~l 
o ~ r ~ o n s  other than the n ~  join. A query is 
a M~p~'¢ ~ ~if-tR ~ n  be e x p r e ~ d  by a atingle 

g r i n .  is compound ff it can 
berepresented ~s a re l~onal  expregsion in terms 
of s~p~e queries. ~tu~y,  a cyele-~'ee query is 
ca~e~ a ~ r y "  ~r~, since it must be conne~ed. 

2~ .  ~ f e r e a ~  ~ a  ~ ~ a ~ w ~  

H i ~ e  [3] has ~ n ~ u l  the notion of databese 
graph ~o what he c ~  the se~o~ffc rel~o~M~ip 

T~f~s is a ~ graph G=<V, E>, with 
grrows i n d i c ~ g  the dtteaion of information flow, 

weft e~ ~ c ~ r ~ y  of the ~ation~hips they 
r e p ~ . ~ .  The ~ i c e s  V of G ~ e ~ e n t  a set of 

~ .  Any two ven~ces V 1 end V2 ere 
~ e ~  by two e.~ges: El2  which gmin~ from 
V 1 ~, V 2 en~ E21 w~ch ~ t n ~  from V 2 to V 1. 

~ e  e ~ e n c e  of m edge ~ |  ~ c ~ e ~  that 
guowie~e of an element from the set V b t~m~ts 
o~e to know one or more elements from ~ set 
V]. A ~ ~ V~ to V m is ~efin~ as a set of 
con~Suo~ly c o n n e ~ 0  a~e~ El,r~2 ..... F~n; 
c~n be ~ y  number of e~ in the path. 

An inference is said to exist ff for some e ~ e  Ei| 
con~eeting Vi to vj ,  end having a e l ~ o n  
equal to security level A, there is a path from Vl 
to V], which does not Inelude edge ~ ]  end which 
has eggregate e l ~ c ~ o n  level B<A. This path is 

In tlgs paper, we use both the no~iom of sen~n~le 
relationship g r~ l~  ~nd query ~ w e r  ,~r~h~. We 
~ssmne that a query ¢orrespon& to a subse~ of 
the database graph. To emwer a query, o~e has 
to find a path that contalus 811 the air,bates 
referenced in the query. Probably, this path will 
contain relations end entRie~ hTelev~nt to t h e e  in 
the query, that mm~ be used as intermediate 
between them. We will use the ~hole query 
subgraph, and not the mLq~mal tree, becmase this 
is where f~ference comes up. ~oHow~g H ~ e ' s  
definition, we e~sume that inference 
whenever there are more than one query m~wer 
paths, with different aggregate classifications. 

2.3. Q u a n ~  f~e~eJzce 

Denning [6] has shown that the mnnont of 
iofo~.natinn about y that can be inferred from x is 
measured by the rel~fve equlvoc~on that 
represents the reduction in once~alnty about y 
when x is known, end which is given by 
following rule: 

Hy = ~ p(x, Y) log 2 
xy py (x) 

It nssumes values ranging from zero, !f no 
information can be inferred about y once x is 
known, to one when x discloses full infonn~on 
about y. Morgeustem [4] def'm~ the inference 
function INFER(x->y) to be t l ~  relative 
eqwlvocation whenever i~ value excee& some 
threshold e. This threshold is nsed to give a 
handle on quenttz~g a tolerance of ndnu~ 
~onna t ion  flows. It may be set to zero, if one 
cannot afford to have any infe~nce a: all. The 
mathematical definition of th~ fon~inn is given 
below: 

H(y)-H x (y) H(y)'Hx(Y) ,fir ~ >e  d 
INFER(x->y)= -~ H(y) H(y) 

L 0 , o ~ r v ~ o  

]f x diseluses no informatflon about y, then 
Hx(Y)=H(y) end INFER(x->y) =0. If x discloses full 
information about y (Rs e x ~  value), then Hx(y)=0 
end nWER(x->y) =1. 
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3. CONTROLLING INFErEnCE IN MULTI- 
][.EY'F_~ CLASSIFICATION SCH~MP_~ 

In a m~lfllevel database we assume that ~ a~  
~ s  el~L~ed at v a r l ~  levels and users wi~h 
d~erent dearaac~. A ~ can access all da~a 
that hsve ¢,la~h'Ica~Ion level lower than or e ~  
to l ~  dem'aacc. 
Uofo~mately, this often is not the case. Aa 
e~pe.rt user can gain ~ to data d~i f led  at 
higher levels ~ m  his d ~  by 
well-dea~aed ~erlea that return da~ he ~m 
ac~e~, md then by relating ~l~c data wlth 
knowle~e of re l~cm ~twcen ~ This waa 
dd~ed above to be the ~feaenca pr~lem. 
In all the pre~lom work done on the ~b~ect, a 
database is represented with a graph. We will 
adopt a sLmflsr representation in our wor~ with 
the sole d~czence b e ~  the use of • b ~ e  
graph. We a~s~e the~ the nodes in the 
~n'espond to tables (entities aad rel~om) =rod 
that the e.~e~ show the author~ze~ flow of 
~ o n n ~ o n  be~¢¢n them. F ~ ¢ ~ m o ~  we 
~ u m ¢  that da~fi~cation levels h~vc already 
em~ned to the database components (by 
process wl~ch ~ not of our inter~D, though 
leveB may not be com~tent. Su sud C~oyo~ou 
have ~ . a ~ i ~ l  a method of a~n~a~ cla~caf io~ 
levels that ere based cn ~ n ~ n ~  l ~ w ~  
attdhute~. They prove the problem to be 
NP-~n~lete, b~t give efl]elent ~ g o d ~ m  to solve 
it. For a query to be enswered, all the ~t~c,~ 
and ~ c m  that ~ c ~  in the ~ o ~  of 

teblc to be ~tame.d, must be ¢~nn¢~ l  
means of paths in the d~abeae graph. Thus the 

mmh that is visible at the user's ~snmc¢ level. 
T~, in general, we de/re. Infea~ncc to Ix: tim 
existence of v~,'~/ cycle.s in the query ~nswer 
graph; these o/des can be formed from the query 
ember graph with the use of s ~ b ~ s  ~ are 
visible at the next b ~ e r  e l e~u : e  ~evel, as 
be explained later. ~ delin~on is e~v~lcm to 

one Wen by ~ e ,  in which ~ference 
ff more than one pe~, with diffore~t 

aggregate classification, exist be~een two en~es 
in the graph. Then, one can ~a~n  d ~ e d  
information by fo~owin~ t~ p~.~ v~th lower than 
l~s elearence el~,ss~c~ion leve2a. 
To deal with inference we propose the 
of the,~e ~ cycles. This can be done in many 
ways, depead~ oa the ~evel of ~ c a  we 
are ~ (i.e. when ~ e~ribute level 
d a s s ~ t i c a ,  one am reel~h~y an e ~ e  in the 
path). T ~  will result dlsioint groups of nodes ~het 
are ~.cm'ely a¢~,ssible. In addition, there are 
many p o ~ l e  orite~a one can me to & ~ m ~ e  

edge that ce~e~ the greatest ~me~e. 

3.1. R e ~ m ~ t l o n  of ~ e  I ~ b l e m  

We shell start v~th ~ &f~ui~l~, ~o mske our 
work-space deer. The reader n a ~  keep in mind 
that we are w o r ~  ~ a ~ w~b 
attrlbme-level ¢~x~¢aticn. 

Deflnf~cm L L~ G= (V, E) be dm ~Imal~ 

have: 
V = E V U  RV 

(tim ~ of nod~ ~ dm m~m cf ~ ~ ~ 

e=C(vvO a (v: ~ ^vj ~RV)v(vj~Avi ~ ~) 
(no ~c ccnnec~ two ~ ~ ~o ~I~). 

and CLis the ~ set ('m ~ ord~) 
{Top ~ ,  Se~eL C.o~den~,  Y ~ l a ~ } ;  
each node ~ ~ a ~ lev~ We 
note ~ that ~ c s  are not ~ since 
only cTen~e the flow of i ~ f ~  1~  do not 
carry eny i n f o n n ~ n  ~ 
Defln~on 2. ~h end" node ~ d a 
¢o~ec~a of a t ~ m e  n ~ - .  This set of 

~ ~v~l ~ ~  ~ them. A 
elas~fica~ca ~evel is ~ ~o each 

(Figure la). 

is compl~ely in~ (,nd ~m'cf~ n~x 
sccea~l~) st lower than A clca~sm~ lev~. 

o~ ¢cm:m~ Imp. 

1~y smilm~, ~ are ~ at ~Im~ 
Lower Bound of ell the other ~ 

towards every ~ of the e n v y  ~ t  

l ey  ~ ~ ~ |ower f~m ~ ~e 
other ~u'H~xes in the enfi~,~u~dore, every 
with clem'~nce level at least ~ to 
c~miiication level of tlm ~n~, ~ sl~ to 
the key ~ ~ e n v y  end ~ l e ~  one 
atU~bme. ~ is in u :cc~u~e ~ ~ ~ r ~ y  

There is ~ ~ status ~ o ~  the ~ a v ~  

have e n ~  A(C] ('K|C],AI[C],AZ|S],A3~]), 
K is the ~ey, AI, A2, A3 ~ the 
smilm~e~, cad ~ leve~ are ~ v c n  ill 
brackets (the em~y ~ teve~ ~ C). A 
~ ~ desrsce level TS am sccc~ all ~1~ 
a t U ' i l ~  of ~ s  ~ y .  A ~ with 
level S cannot ~ ~ A3{TS]. ~ o r e ,  
the coment~ of the en~iV/ (i.e. ~ a t ~ t l ~  ~ 
cc~u~e~ of) n~y ~ e r  at ~ e m ~ ¢  
level~. If ~ ~e~ ~ e s  ~ ~ue~y ~mt ~ f l~ 

st level TS, to s~w~ ~ one 

c c ~  ~n 1~ ~ / .  
I. A ~ that refe~ to ~ b m e ~  ~ 

no¢ sus~ered at ~, rather ~ rcu~'nmg ~y 

~ o n  & Esc~ re~tt~cn no~e c c m ~  of 
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PERSON 

(a) 

CONVENES 
ffS] 

Hgure 1.Represen~a~n of entities and relations 

a~r~bme nodes. T ~  ' ~"~des are the key no~e~ of 
entitie~ ;~ :~-.~ ~n~ any other possible 

r e l ~ o n  ~ ' ~  - ~ ~:~ ~ b u t e  node~ form a 

d a ~ e ~  a~ ~ e  &-~ ,  ~v~r Bound of the en~itias 
rela~,s ~ u r e  ~b). T~s ~anceas  that ff a 

re~on ~ ~z~e.s~ble, tl~,a ~ entities R relies 
~ o  be ~ l e . C ~ s ~ c a ~ o n  of a r e l ~ o n  ~ a 
~evel ~ ~ ~ e r  ~ n  ~i  L~ entities it rela~es 
is no~ prohibit.& The graph c o n ~  of two Rinds 
of no~s ¢o~e-spon~Ing to ¢ntitias an~ to relations 
between ~ n  (i~ is a b i p l a n e  gr@h), end of 
e~ge~ ~ ~ o w  the flow of i n f o n n ~ o n  between 
e~ifies and re~ion~,. Note ths~ neither two 
e~.gie~ nor  ~ o  requiem can be ~ecCly co~ec~e~ 
v ~  an edge. We rep~sen~ed red,inns with nodes 
~o ~ e  d e ~  ~h~ ~ e y  h d ~  i n , o r a t i o n  to be 
Fm~l and do n¢¢ only act as bu~e~ of 
i ~ o m ~ i o n  flow. For e~ample, when an entity is 
d ~ s ~ i s ~  ~ Secre~ level, ~b~s means t h ~  every 
~ - ~ e  is d~,~s~e~ ~ leas~ a~ . ~ e t  level, with 

key ~ri lmte~ d~,~¢~  ¢~ .~¢c~e~: lcve~. 
D ~ o n  $. A different portion of the graph is 
v ~ ¢  ~ ~ dee~ance level The por~o~ t h ~  is 
~ ¢  ~ so~e clarification level is a superset of 
~be ~ion vL~i~¢ ~ lower ones. 
~.L~ ~s l o ~ ,  since ~ e  l ~ e r  the user's 

clearance, the lerger the portion of the database 
he con ~cess. Users with Top Secret clearance 
mus~ v ~ u ~ y  be able to access the whole 
da table .  Thos, Secret nodes are not visible in 
Unclassifle~ level. 
C o r o H ~  2. When one moves from a higher 
levei to a lower one, paths in the database b~e~,  
as nodes become not visible and conneation~ 
between entries ~@~ur. 
The problem of inference in rids case arises when 
a user with clearance level A is able to deduce 
information contained in t~las class~e~ at a 
lflgher level B. 
D e f l n ~ o n  6. Suppose that relatinn RIB] which 
connected entities V 1 and V 2 becomes invisible as 
we move down one level, to level A. Than, the 
su0graph V1RV 2 can be inference c a u s e .  In our 
case, this can be detected ff the portion of the 
database g r ~ h  t h ~  is visible a~ level A ~ogether 
with the above ~ubgre~h~ form ¢ 'virtual' cycle. 
This means that there is an ~erna t ive  path 
between these two enigmas with 8ggreg~e 
class~c~ton level lower ~ a n  B. 
The ~co~e of this work L~ ~o examine the 
possibility of b r e a l ~  ~ a~tern~ive p ~ .  Though 

is costly most of the times because 
information is witl~olded, we believe that the 
elinflna~ion of ~e r e~ce  th~a we propose can meet 
the cost. 

3.2. Con~oll lng ~nferenc¢ 

D e ~ C i c n  7. Tile virtual cydc that causes 
i ~ r e n c e  is broken with the eUndnation of one of 
its edges. 
Many problems arise with rids methocL The 
crRerJa tha~ are used to select the edge to be 
removed is a serious one. Another one is the 
precise det '~t inn of 'edge el~inat inn ' .  Finally, 
problem of accessing the resulting partitions in 
order to answer a posed query must be solved. 
Our ~gorRhm is ran once and for ~ to mark t ~  
possible inference sources for each c | ~ c ~ o n  
level. Then, each time a query is posed, we try to 
consmzct a query answer tree t h a t  does not 
contain any of these sources. ]f this is net  
possible, we brook the query answer tree by 
elindn~ing a set of edges tha¢ b r e a ~  all reference 
paths. Here, we mast apply another algorRlun to 
do the job. Finally, we answer a n ~  of 
s u r e t i e s  with a n d n ~ g n  loss of information with 
respeet to the initial query. The ellndnatinn of 
some edge is done by n~ging non-accessible some 
¢ICdbutas in the relation on rids edge. R l~s~ts in 
the p~-titioning of the ~ a b ~ e  into closters. Then, 
we answer only those que~les that do not range 
over more than one cluster. 

Example 

To make these dear, we give an example. 
Suppose that we have the database scheme: 
E~: PRO~CF(FRO~NO, head) [S] 
F_2: COMPANY(COMPNO, aname, address, counu3,) 
[U] 
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Figure 2. ExZen~d Database Graph 

E3: MEETING(MEETNO, zoom) [U] 
F_.4: PERSON(SOCSECNO, name, address, phone) 
[Lq 
E5: CONTACT(NAME, ~one) [U] 
E6: SALARY(AMOUNT, de.~c~]ons, rank) g/] 
ET: STATE(NAME, address) [U] 
RI: SUPI~3RT$: COMPANY->->PRO~[ECT IS] 
R2: CONVENES: PRO.~CT->->Iv~Er~qG ITS] 
R3: ATTENDED-BY: MEETING->->PER$ON [U] 
R4: EMPLOYS: COMPANY->->PERSON IS] 
RS: WORKS-FOR: PER$ON->COMPANY [U] 
R6: INvrrED: MEETING->->CONTACT ~J] 
R7: ESCORTS: CONTACr->->PERSON [S] 
R8: IS-PAID: P~RSON->$ALARY [$] 
Rg: DEDUCTED: SALARY->STATE [S] 
Rl0: TAXES: STATE->COMPANY ITS] 

where the at~buzes in capit~Ls arc ~e entity keys 
and arrows ~n~v, aze ~h¢ flow of ~ o m ~ . ~ .  We 
assume that enfl~e~ anti zelafions are repre.~m~ 
as table, s, emcl that r~a~]m~ tables hold ~ key 
at~bu~es of  ~he relaze,¢l eatJ~ie~. We ~ agorae a 
thr~-level ~las~ifl~fion sd~¢m~, wi~h 
U n d ~ < S e c ~ z < T o p  .~z'ez. The ~ mash 
that ~.sul~ from L.~ above scheme is show~ ~]n 

dT~ po~on of the graph that L~ ~,~bl¢ ~ ead~ 
ificatlou level is &piaed in F ~ r e  3, ~.-c. Note 

ho~ ~he elimination of RI0 b~,s the path between 
]/7 and ]/2, as one moves from level Top Sea'e~ ~o 
Se, cre~, in FJgare 2, a-b. Th~s L~ a point of l~l¢ 
~n~crence, since one caa tu~ex 0m cont, e.n~s d RI0 
by f~ow~n~ the aRernaflve path E2RSE4RSF_,6RgET. 

3.~.LA~oe~hm ~ ~ t ~ t ~  i ~e t~a~  

We p ~ t  he~ a t ~ o * ~ e  ~ 1 ,  ~ 
be ~ d  for the ¢k~.~on of an ~creace cycle. 
Note that our a t ~ o r i ~  works ~ ~ Top 
level; thezdoze it has ea over~ view of ~ wade 
clamba~. This ~ d e - ~  ~m-lt~m works u 
follows: 
In phase one, which ~ executed ~: the 

stage, the input ~ graph G' ~nd the ~ t ~  
a graph G i and a set of ~ b g r g ~  L~ for ©v~V 

c la~ca~oa  level q belongs m CL C~ is 
subgraph v ~ e  at gev~ q, where L~ is the ~ t  d 
~nfereac¢ som'ce~ in this level. We take t~he 
following two gels: 
1. Move to level q . l<~  . I.~ C-t_i= (VI.I, Fd_l) 
be the Im)~n  of the mi~el ~ ~ is v~'ble 
this ~¢vel. Then 
vi-1 = vi  - {(v k, ck )L md 

D e ~ l ~ e a  8. As we move ¢o ~ ~wex 
level, only the e~z~utes vt~,~h d ~ o n  level at 
mos~ equal Zo the cz~,~e~: dem-~a~e level remain 
visible (F~we 4~). An entry node finally b ~ n ~  
L~v~siblc when ~he ~ , n ~  cleazsn~ level is lower 
than ~i~ c~ss~afion level of i~s key ~ ¢ ~  (rod 
by definition lower than the catty 
level). 
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760 A. Karneas et aL 

(a) Top Secret ~eve~ 

(b) Secret ~eve~ 

(c) Unc~assh~vd ~evel 

F ~  3. The ~ferent  sub~raph~ visible at 
de~uce level 

D e W ,  ion 9. As we move to a lower c l e ~ c e  
level, o ~ y  those key ~ b u t e s  with dcssiflc~ion 
level g most equ~ to the current dear~nce level 
r e ~  v ~ e  (Figure eb). Those wi~h higher 
class~c~Jo~ teveL~ ~e .o~e  in~ible ,  toge~er with 

the edge~ t ~  ~ into them. A relation node 
~ha~ cov~is~s of n key s~,ibme n~es und k relation 
nodes ~in~y h~.~_e_~ ~:~iblc  ~ ~ l~.~. ~i-~ of ~c~ 
~ey a~bu~as ~ o ~ e  in~ible.  All edgas that 

connect t:his relation are deleted, even ff one 
adjacent :~ode is st~ visible. In this way, no 
dang l~  etges are lea. 
2. It is clear that i~erence is possible only ff a 
relation n~3de ~come~ invisible but the related 
entiti~ remain visible. Therefore, the Inference Set 
for level q . l  c o n t a ~  subgraphs formed of such a 
relation node together with the edges that connect 
it to its ~j~.ent  entity nod~, only ff there is an 
alternative path between these emir/  nodes, with 
lower aggregate classification. 
Thus, for every r e ~ o n  node vz¢ P.V i ^ v r  ~gVi_ 1 

and entity nodes vp,vq ~.elong to EV (this is a 
relation between two entitles only), ff Pa={(vp,vrl), 
(~l,Vsl),...,(Vrn,Vq)} is the alternative path that 
connects ~ese  node~ (v r does not belong to Pa) 
wRh aggregate class~ica~¢n level ck.gq. 1, the 
inference set (initially empty) will be: 

: s i - i  = --'~v ~. u ( vr, {(Vp, vr), (vr, vq))) 

A path's aggregate class~cation level is equal to 
the Least Upper Bound of the nodes R is composed 
of. This def'~tion can ~.~ easily expanded for 
relations between more than two entities. These 
exist many gnown algorl~v~ that test the e~ tencu  
of such an altern~Ive path. 
To remove one edge, we ~ n l  permanently delete 
any flat~ We simply ~¢ reclassification to make it 
invisible to the user. So we've marked the edge 
between on entity and a relation to he removed. 
Since we adopted a bipartite graph ~e~resentation, 
we could reclass~T at a higher level the at~butes 
of this relation that also belong to tl~ entity. In 
this way, only pat~ of the relation is visible, and no 
connection can be made te  ~he entry. Relations are 
used as sv~tches that pern~t the flow of 
information ff turned on, or ras~ct  it, ff turned 
off. 
Elh~inating edges ~ n l t s  in the clmtexing of nodes. 
Thus the dat~bese is p~Rioned in clusters of nodes 
and querias posed over one c~uster can be ~uswesed 
without fear of inference, but R is ~ngeroas to 
answer queries that nm~e over moxe than one 
cluster. 
By the end of phase one, ~ the inference causing 
subgraphs me alrc~ly m~ke~. We move then in 
phase two, which is executed each time a query is 
posed. At this stage, our a l g o r i ~  ~ f f o r ~  the 
following: 
1. Each time a query q with clearance level cq is 
posed, it determines the correaponding query 
answer graph AGq, and creates ~ e  first version of 
the query answer tree ATq. 
2. Then, for every (v r, {(v i , Vr) , (Vr, vj)} which 
belongs to LScq, it checL~ ff v i belongs to ATq and 
vj belongs to ATq.Note th~ neither (Vl,V]) nor 
(Vr,Vj) belong to ATq. We keep all these ~a~'ual' 
subgraphs in set ISQ (the query l~e~ence set). 
3. If this is true for at le~.~t one sub~ph,  an 
algorithm that e~ninates inference B called. 
The sub~raph th~ P visible at ~we~ ~'~e~--.~: le~d 

daisy
Rectangle



Atgofithms for inference control 761 

PERSON 
IU] 

(a) 

CONVENES 
ITS] 

{b) 

Figure 4. Evointinn of the conten~ of en~ty and 
relation nodes 

Defl~l~lon 10. A query answer tree may at most 
be equ~O to one o~ the connected c~mp~nems 
~he query de2axuc, level. Thus, ~ s  a n n n e ~ l  
component is the query answer subgr~h AGq. The 
query answer tree is a subgrsph of this connec~e~l 
component and is formed as follows: 
I. Every attrlbute that will a~l~ar in the r . ~ t  
ruble is a leaf. 
2. The minimal acyc~le conncae~l graph that ¢~nmins 
these leaf nodes is the query ~nswer tree. 
Definition 1L A ~ in che query answer tree is 
safe when all the "v~usl" cycles are remo~d. 

After the cyde ~.et lon Phase we pro~d with 
cycle breakage_phase. In fins phase, the input is a 
graph Ga=AGqUISQ. 
The oa~pu~ B the query answering 
Tq--(Vq,Eq), Gu=(V n, Eu) is the query answer ~'apl~ 
~ th  all the virtual inference causing s u b ~ p ~  
appended to R. We define ~NDEGRE,~(v) and 
OUTDEGREE(v) to be the number o~ incon~ng md 
oa tgo~ edges reslmct~vely for no~ v. This 
four-step ~dgorir~m works as ~ohows: 
I. For ever,/v th~ b e l ~ s  to V n ff 

~EGREE(v)=OUTDEGREE(v), do: 
E ~  Eq U n~(~), 
Ea= Eu - IN(v) - ODT(v) 

Da= D n U oLrr(v) 

while, ff OUTDEGREE(v)~VDEGREE(v), do: 

E.~-- ~ U ob"r~v), 
Eu= En - IN(v) 

Du= Du U IN(v) 

where IN(v) and otrr(v) a~ the s~ ~ 
and outgoing edges re--rely for ~4~ w ~ d  D u 
is a ~asm' set, whe~ we keep ~ ~ e . ~  
are removed; later we will try to #ace ~ e  
them back in ~e gr~. 
2. V @, ((u, p), (p, u)}) ~ ISQ: 

Eq= Eq - {(u, p), @, v)L 
Vq= Vq - {p} and 
D = D - {(n, p), (p, v)} 

3. For eve~-7 (n, v) 1)edongs to D, c~p~e Wuv, 
where Wuv is son~ weight we ar~gn to ~ ~ e .  
This weight will subsequently be ~ ar a ~'Rerk~ 
to select the e~e~ L ~  will be t ~ l ~ l  back in 
query smwer graph. 
4. For every (u, v) belcn~ to D, ~ ~e  e~e  
back in ~ graph, p1~ded tha~ t ~  union of tbe 
resulting graph wRh ~SQ f~n~ aa sc-:c~ ~ 
Smr~ from the edge wRh n~mum Wuv. ~ sta~ 
is necarsm-y, since ~ ~ ~ brews cycle, 
does no~ remove a m ~ u m  s~t ~ ~ to 
~.l~eve iL As a ~t, nmrc e~es ~ m  n ~ e ~ t ~  
are removed, ~n~ we ~ 1 ~  b~r~ ~ that ~m~ 
do any harm. 
Definition 12. A query is a ~ e r ~ l  s ~ y  ff ~l 
the pazbs in the query answer ~ m'~ ~ e .  

Example (e~n~&) 

We will now move on zo show how the algorithm 
~hat detects cyelar works vd~ our e r ~ e .  #.~ 
the TS level, the whole  graph is v i s ~  
(F~n'e 3a); therdom 
VTS={E1, E2, E3, F_.4, ES, E~, ~7, RI, R2, R3, 

R~, RS, R6~ RT, RS, Rg, RIO} mlal 
ETS={(EI,R2), (R2,E3), (E3,R@, (R6,F~5), (~,RT), 

(R7,E,4), f~3~3), (R3,E4), tqF.4~5), ¢~5,E2), 
(E2,R4), (R4,F_,4), (~2,R1), (RI~I), 

(E4,R$), (RS, E~) ,  C~,Rg), (Rg,ET), (~7,R10), 
(R~0,E2)}. 
A~ we move down to level S, ~ e l ~ t ~  R2 ~ RI0 
become non ,,~.~ble, ar r~y  are c ~ s ~  "iS 
(Figure 3b); therefore 
Vs={E1, E2, E3, F,4, ES, F_~, ET, RL R3, R4, 

RS, R6, RT, R$, Rg} ~n~l 
ES={(E3,R6), (R6,ES), (E5,RT), (RT, F:), (~3,R3), 

(R3,E4), (Eay~5), (RS,E2), fl~,R4), 
(R4,F.~), f~2~l ) ,  (R1,E1), (F.4~8), (RS, F_~, 
fE~,Rg), (R9,~7)}. 
BuL as one can easily see, cue can ~ 
information c e n t r e d  in ~ T~ ~ ]us~ by 
fellow~ the ~ e n ~ v e  I ~  

P 1 [S]=E3R3F.,4RS~2R 1 E1 ~nd 
P2[S ]=E3RSE5RT~4RSE2R IEI, 

for node R2 and 
P3 [S ]=E2R4F_,4Rg~R~I~7, 

for node RI0. Thus: 
ISs={(R2, {(~l,R2), (R2,E3)}, (R10, {t~7~tl0), 

(RI0,~)})}. 
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The ssme ~ is followed for the next lower 
level (Uncless~ed). We now pm~:eed with phsse 
two, where we suppose that query q: 

select PROINO, SOCSECNO 
from ATrENDED-BY 
where { 

select SOCSECNO, COMPNO 
from WORKS-FOR 
where { 

sele~ PRO~NO, COMPNO 
fA-um SUPPORTS 
where COMPNO='KITSOS' 
} 

} 

Foseg, with cq---s. The query answer tree ATq is 
formed: 
ATq={(E3,R3), (R3,E4), (E4,RS), (RS,E2), (E2,RI), 

(RLEI)} 
while the query answer graph is GS (the sub~a~h 
visible at th~s el~aance level). 
C~earb, this user is using the alternative path to 
obt~n Inform~on for the MEETINGS that certain 
PROTECTS SUPPORTED BY COMPANY 'KrrSOS' 
for which a known PERSON WORKS FOR and who 
ATTENDS them, CONVENES. The query answer 
tree that is form~ ~ the S level contains nodes 
El and E3, while ~SQ={R2, {(EI,R2), (R2, E3)}} 
(sub~raph {R2, {(El, R2), (R2, E3}} belongs ~o 
L~S), so this query probably cames In~erence. 
We call next the slgorlthm th~ breaks alternative 
paths, With input Gu--G s U ~Q. We check every 
node in the query answer graph, starting from E1 
and moving countercl~kwise, First we deal With 
entity nodes and than with relation nodes. 
For node El, [NDEGREE(ED---OUTDEGREE(E|), 
therefore: 

Eq={(E~7.)}, 
~ = F ~ -  {~R~,E~)} and 
Du={(RI,EI)}. 

For node ~3, ~'DEGREE(E3)<OUTDEGREE(E3), 
therefore: 

Eq= Eq U {(E3~3), (E3~6)}, 
Eu= Eu-  {(R2,E3)} and 

Dn= D~ U {(R2,E3)} 
For node ES, INDEGREE(ES)--OUTDEGREE(ES), 
~erefore: 

Eq= Sq U {~,S,RT)}, 
Eu= Eu - {(R6,ES)} and 

Du= D u U {(R6,ES)} 

For node F_~, INDEGREE(E4)>OUTDEGREE(E4), 
therefore: 

~q= Eq U {(R3,E~), (RT,E~), (R~,E~)}, 
Eu=Eu - {(R3,~.~), (RT,~), (R4,E~), (E~8), 

(E~,RS)} and 
Du= Du U {(E~), (F~,RS)} 

For node F_~, ~IDEGREE(F~) =OUTDEGREE(F_~), 
therefore: 

Eq= Eq U {(E6~9)}, 
Eu= Eu- {(Rg,E6)} and 

Du= D u U {~8,~)} 
For node E7, ~IDEGREE(E7)>OUTDEGREE(ET), 
therefore: 

Eq= Eq U {(Rg,E~)}, 
Eu= Eu- {(Rg,E7)} and 
D o remaim unchange~ 

For node E2, !NDEGREE(E2)<GUTDEGREE(E2), 
therefore: 

Eq= Eq U {(E2,R4), (E2,RI)), 
Eu= Eu - {~RS,E2)} and 

Du= D u U {(RS,E2)} 
We continue now with rel~on nodes, commenclng 
with R2. 
For node R2, ~IDEGREEtR2)>OUTDEGREE(R2), 
therefore: 

Eq= Eq U {(EI,R2)}, 
Eu= Eu - {(EI~,2)} and 
D u remains unchanged. 

For node R6, INDEGREEtR6)>OUTDEGREEtR6), 
therefore: 

Eq= Eq U {(E3,R6)}, 
Eu= Eu - {(E3,R6)} and 
D o remains xtachsnged. 

For node R3, INDEGREE(R3)>OUTDEGREE(R3), 
therefore: 

Eq= Eq U {(E3,R3)}, 
Eu= Eu - {(E3,R3)} and 
D u remains unchanged. 

For node R7, ]NDEGREE(R7)>OUTDEGREE(R7), 
therefore: 

Eq-- Eq U {(~7)), 
Eu= Eu- {0ES~7)} and 
D u remains unchange~ 

For node R9, INDEGREE(Rg)>OUTDEGREE(Rg), 
therefore: 

Eq= Eq U {(~Rg)}, 
Eu= Eu-  {(E6,Rg)} and 
D u remains unchanged. 

For node R4, LNDEGREE(R4)>OUTDEGREE(R4), 
therefore: 

Eq= Eq U {(E2,R4)}, 
~= E~- {(E2,R4)} and 
D u remains unchanged. 

Finally, nodes RI, R5 and R8 are left without any 
Incoming or outgoing e~es, so ell the e~e sets 
remain unchang,,,~L At the end of the elgerlOnn's 
first step, what is left from tim orlg~e] query 
answer graph looks llke Figure 5a. Now we remove 
node R2 from Vq, edge (El,R2) from Eq and edge 
(R2, E3) from De, since In effect this subgr~h is 
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not visible at this clearance level. 
We will now assign web, his to the edges in D u, a 
process that in the re~ worid mast be done at the 
database design sta~e. The process we use is 
simple: Every edge that does not belo~ to the 
ATq is assigned a 0 weight. Every edge that 
connects Undass~ed nodes is assigned a 1 weight. 
Every edge that connects an Undassifle~ node with 
a Secret one is ass~ned a 2 weight. H n ~ y  every 
edge that connects two Secret nodes is ~ n e d  a 3 
weight. The simple premise tha~ ua~erUes this 
process is that it is easier to ree_l~;ify a Secret 
node than an Unclass~ed one. D u now is as 
follows: 
Du={ (R1,E1)[3], (RS,E2)[1], (F_.4,R8) [0],(F.4,RS) [ 1 ], 

(R6,ES)[l], (RS,F_~)[0] }, 
with weights shown in brseke~s. 
Now, we begin to put back e ~ e  8fret e ~ e ,  
commaneing with the one~ with the sn~l~es~ weight, 
and checking that the graph remains ~ y ~ c .  Note 
that edges with 0 weigh'~ are not u~d  at all, ~ 
they are irrelevant to the query we are trying to 
answer. The edges arc placed in the graph in the 
following order: (RS, E2), (F_A, RS), (R6, F_5) 
Now, if we place edge ~1,  El), a cycle wi~ be 
formed. Thus, the query answer tree is formed 
(Figure 5b). As one can see, redass~/~ag_ n o ~  E1 
(and as a result re]a~on R1) to a higher level, 
breaks the inference path. In general, one can 
observe that, in the extended database graph, ff 
there are two nodes with de~s~flc~on level A in 
cascade, then no h3ference for these no&s can be 
caused at level B, A. 

3.3. Compound ~ue~e~ 

The algorithms presented above may deal well with 
simple queries, but have no effect on compound 
queries. 
Def~l~on 13. A comgou~d query ~ a ~ t ~ l '  
query, in the sense that it b never po~ed es one. 
Instead, many simple queries are poseA, the union 
of the answer sets of which is equal to that of 
compound query. 
It is clear that a con~und query ~ y  well be 
causing inference, w~e  the simple queries it 
consists of may be sere. So, ff po.~ed, the 
compound query would not have been answered, but 
the simple quedes w ~  ~ ¢ ~ d  be a ~ w e z ~  In this 
way, a m~levoleot user obtains ~fonna~lon he is 
normally not showed to access. 
To deal with this situation, we propose 
t~gor~thm that uses the notion of l~s~ory, that is, 

e .mswer to a query a ~  depends on the previoas 
quenes me same user has posed. If some user 
continuously poses queries that cease inference, he 
should be marked as &mgeroas, and appropriate 
measures mast be taken. 

[a) 

' REMOVED ~ 

Figure 5. ~ o n  of query answer tree. 

3.3.1. A ~  ~ ~ with 

With e~.h ~ u, a ~'aph HGu is ~ This 
graph is f o x e d  by aU the ~ th~ ~ h ~  
posed up to ~ e .  
1. ~ time a user u with deerance l e d  cq 
poses a query q th~ can be answered safety, ATq 
is saved. In e f f ~ ,  ATq is appended to the 
HGu. 

z. ~en,  v (v., , ( ( v i , v r ) ,  (vr,v~)})GL%q, ~ tJ~ec~ 
i f v i ~ H O ~ ^  v~¢HO~,  l~o~e t ~ t  DeL~]P~r(vi,v r )  
nor (v r, vj) belo~ to HG u. 
3. I f  one such suhg~ph is fount  then an 
i n f e r e n c e - ~  ccmpoead query ~ been pcu~L 
The obvious way ¢o deal with it is not ¢o ~ e r  
the last simple query. Note that this mc~cd can be 
expanded to deal with all the queries = aser has 
posed up to ~ .  
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4. CONCLUSIONS AND F ~ B  WORK REFERENCES 

In t l~  paper we egsmJne~ the inference problem 
th~ s#~s¢s /n mu1~¢vcJ ~ .  Wc ~¢~ an 
e~ended dsm~se gr~h m~el, ~ d  showed how to 
p~,O~on this ~'~ph to ~bgr~hs that correspond to 
tlm v~'ions cl~sific~ion levels. Then we presented 
algorithms that datc~t end eliminate inference 
sources in order to enswex a query safely. These 
~ g o r R ~  act like raters that constrain query 
answer sets del~udlug on the inference sources they 
contain. In the end we. exmnincxl the complex case 
of comlzmnd queries, ~ l  presented a solution that 

b~se~i on ~ notion of ~o~. 
We ere currently ex~n~lntng d~ferent, more 
effective, c~iterin to ~ used in the removal of 
inference c~using edges. ~n par~cul~r, we -,re 
worg]ng on the use of INFER tune,on, that places 
a ~hold on the ~aferenc~ caus~g information 
flow. This will eventually I¢~ to the inclusion of 
more safe edges in the query answer graph, wl~ch 
means that more querles will be enswered. Finally, 
we are e g ~ g  the potential of the bipartite 
graph represent~on, to ~ a t  more effective 
algoritltms for inference ~tcat~on end elindnatlon. 
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